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A B S T R A C T

Ch4-project is a developing computational fluid dynamics code that is used for the investigation of a
range of different turbulent flows – periodic or bounded, thermally driven, with phase change interfaces – and
a variety of Lagrangian phenomena, such as particles’ transport, mixing and clustering. After an introduction
on the genesis of this project and its position on the wide landscape of computational fluid dynamics, its
current structure and features are briefly presented. An overview of its achievements on topics as varied as
global scaling in non-ideal high-Rayleigh number convection, acceleration statistics of bubbles in developed
turbulence, time-series analysis from propelled probes in a fluid environment along with ongoing studies are
provided.
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1. In silico fluid dynamics

Fluid dynamics research deals with phenomena for which the dy-
namical evolution equations are often well known while their particular
solutions are not. This is due to either the huge number of degrees
of freedom characterizing flow phenomena and/or the inherent non-
linearities of their dynamics, which cause also sensitivity to initial
conditions, chaotic and turbulent behaviours [1]. The discipline has
been shaken-up by the advent of computers, which allowed for the
first time to compute approximate solutions of the known dynamical
equations by means of different types of discretization techniques [2].
Nowadays the numerical simulations in fluid dynamics often (but not
always) achieve the prominence of numerical experiments, a status that
puts them on the same epistemological level of real world experiments.

Many Computational Fluid Dynamics (CFD) [3] codes and software
are currently available for the study of fluid related phenomena, rang-
ing from commercial ones which are widely used in the industry, to
community or open codes. Although a standardization in CFD tools
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is also going on in the academia, this community relies on less stan-
dardized tools. The reasons for this are inherent to scientific research:
on one hand the optimization and development of new method is an
active area of study, on the other hand scholars require to have full
control on the employed algorithms, a matter that is tightly related to
the reproducibility of research (see e.g. [4] for a discussion).

The code named ch4-project belongs to the class of computer
programs tailored for fluid dynamics research in academia. It has been
developed since late 2012 as a platform to study the phenomenology of
turbulent flow both from the Eulerian and Lagrangian perspectives, and
having as users mostly graduate students or junior researchers. A CFD
research code of such type needs to have a key feature: it must have a
design that is sufficiently flexible to accommodate for changes which
were not necessarily planned at the beginning of the code development.
A dream for principal investigators in this field is to not have to deal
with different (and soon mutually incompatible) code versions for each
project and junior researcher in his/her own group. In this respect an
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object-oriented modular code structure would be the ideal one, but this
makes the code less prone to modifications by the less experienced
users. The choice made here is to rely on a systematic use of 𝐶 language
preprocessing directives and on a hierarchical naming convention in
order to configure the desired simulation setting in a module-like
fashion at compiling time. We adopt the Message Passing Interface
(MPI) for parallelization tasks and the Hierarchical Data Format (HDF5)
library for the handling of massively parallel input/output, both now
standard in the CFD environment.

2. Code structure and features

The backbone of the Eulerian part of the code is a Lattice Boltz-
mann (LB) equations solver which is employed to simulate the weakly-
compressible Navier–Stokes equation. The LB algorithm is based on the
standard stream-and-collide implementation with single relaxation time
collision operator on a uniform cartesian grid [5]. However, a finite
volume formulation of the algorithm (allowing for grid-refinement [6])
and a two-relaxation-time collision operator [7] can be optionally
activated. The default velocity lattice topologies are of 9 microscopic
distributions (dubbed populations in the LB jargon) in two-dimensional
systems, 19 in three-dimensional ones, but alternatives are supported.
Additionally, the advection–diffusion dynamics of up to two scalar
fields can be switched on. By default the first scalar is assumed to be
a temperature field while the second is a passive-scalar concentration,
but this setting can easily be modified. The scalar fields are also evolved
through a LB algorithm, following the so called multi-population ap-
proach [7]. The most common type of boundary conditions, no-slip or
free-slip for the velocity field and Dirichlet or Neumann for scalars,
can be enabled on all plane boundaries along cartesian directions.
Fluid forcing and source term for scalars allow for the simulation of
turbulence in statistically homogeneous and isotropic conditions, for
laminar or turbulent channel flow and for thermally driven flows in
the Oberbeck–Boussinesq approximation. An enthalpy based algorithm
for the simulation of melting or solidification phase-change dynamics is
also implemented [8]. Such features can be enabled at compiling time
by the definition of preprocessor flags.

The Lagrangian part of the code evolves point-like particles with
dynamics described by ordinary differential equations. Particles are
coupled in a one-way fashion to the flow field, meaning that they do not
have a feedback on the velocity, fluid density or scalar concentration
fields. The simplest dynamical equation is the one of a Lagrangian
fluid tracer, which is implemented by means of linear interpolations
in two-/three-dimensions of the fluid velocity field at particle position
and by a second-order Adams–Bashforth time-stepping. The inertial
particle dynamic is accounted for by means of an implementation
of the Maxey–Riley–Gatignol equation [9,10]. More specifically we
account for the Stokes drag force with/without Shiller–Naumann cor-
rection [11], added mass force, buoyancy, and the Auton’s expression
of lift force [12]. The history force and Faxén terms are not presently
implemented. Several internal degrees of freedom can be added to the
particles, for instance the one accounting for their spatial orientation,
whose evolution is simulated by the Jeffery equation [13], or others
related to the scalar values at the particle position. Additionally one
can activate the so-called propelling terms on particles in order to
simulate motile particles such as the ones used for elementary mod-
elling of micro-organisms [14,15]. The Lagrangian part of the code
has a sufficiently modular structure, comprising (i) field interpolations,
(ii) evaluation of hydrodynamic forces (iii) temporal integration, to
allow for future changes and additions in the particles equation of
motion. One remarkable feature of the Lagrangian algorithm is the
capability to simulate simultaneously different types of particles. This
allows to explore large particle parameter spaces in a single simulation
experiment (see e.g. [16]).

The ch4-project code produces outputs of two types: (i) runtime
computed averaged quantities (ii) fields and particles raw data. The

first set, in ASCII format, is useful for monitoring and diagnosing
possible problems as the simulation proceeds. They include both in-
stantaneous and cumulative in time spatial averages at prescribed rates,
and spatially global (over all the simulation domain) and local averages
along the cartesian directions. The second set, can be saved on disk at
an independent adjustable rate. They are in HDF5 format which can be
interpreted and visualized with the presently most common scientific
software. Fig. 1 displays a gallery of visualizations obtained from the
output data for a variety of simulated systems. Additionally, a set of
post-processing routines in Python language is provided. These script
tools perform standard tasks such as changing the spatial resolution
of a flow configuration, extracting single particle trajectories from
the database, or performing custom statistical analysis in turbulence
(temporal correlations, structure functions, pair-distribution-functions,
etc.).

Finally, on the parallelization strategy adopted: the ch4-project
employs a decomposition of the spatial simulation domain on a regu-
lar two-/three-dimensional cartesian grid. The LB algorithm naturally
allows for a domain decomposition on a grid (rather than on slabs or
pencils) because differently from the majority of others CFD methods it
involves only exchanges of data located at the boundaries of the subdo-
mains and does not need long-range communications. The computation
of the evolution of each particle is also performed with the same
domain decomposition. However, an all-to-all MPI communication is
present in the code to share the particles which are leaving/entering
the subdomains, between parallel processes at each time-step. This is
less efficient than exchanging particles just across the boundaries of
neighbouring subdomains. This choice allows to make particles disap-
pear/die at a boundary and being regenerated in any other locations of
the domain (a feature that can be useful in applications). The computa-
tional overhead of the Lagrangian part of the code grows approximately
linearly with the number of particles and depends sensibly on the
number of field interpolations and operations entailed by the particles
evolution equation.

3. Impact overview

The ch4-project code was initially designed for the investi-
gation of turbulent thermal convection. Its first application was a
simulation of the Rayleigh–Bénard system in two and three dimensions
with lateral periodic boundaries. This study dealt with a comparison in
terms of accuracy and computational costs of the standard stream-and-
collide LB scheme with an original variant based on a finite volume
discretization, which allowed to accommodate cartesian grids with
resolution refinement at the walls [6]. Despite the interest of the latter
approach, it was shown that at comparable or even smaller compu-
tational cost the standard algorithm was less affected by numerical
instabilities. However, this first LB finite volume scheme proof-of-
concept in a developed turbulent flow setting has stimulated further
improvements by other researchers [17].

The code was later employed in a collaborative project, involving
both simulations and experiments, aimed at characterizing the vari-
ation of the global heat transfer across a Rayleigh–Bénard cubic cell
with lateral no-slip adiabatic walls, under the effect of an imposed
inclination angle. The study addressed the unexplored case of a highly
viscous fluid (with respect to thermal diffusivity) and at the same time
high turbulent flow state. Conditions which are of relevance e.g. in
volcanic magma chambers (the Rayleigh and Prandtl numbers were
respectively ∼109, ∼500). The numerical results matched well with
experiments. They allowed to show the surprisingly little sensitivity of
the global heat transfer to the drastic reduction of turbulent intensity
which occurs for large inclination angles [18].

In the frame of a research project motivated by geophysical ap-
plications – the problem of ice melt pond growth in the Arctic – the
ch4-project code was employed to study the dynamic of solid-
to-liquid melting driven by turbulent thermal convection. In such a
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Fig. 1. A gallery of visualizations from different simulations in two (top row) and three (bottom row) dimensions: (a) anisotropic rod-like particles in a laminar steady cellular flow;
(b) thermal energy dissipation rate in a turbulent two-dimensional Rayleigh–Bénard system at Rayleigh (Ra) number 109; (c) convective flow in a semicircular cavity undergoing
melting phase-change; (d) instantaneous distribution of dissipative-scale bubbles in homogeneous and isotropic tri-periodic turbulent flow at Taylor–Reynolds number 𝑂(100); (e)
temperature field in the three-dimensional Rayleigh–Bénard system at 𝑅𝑎 = 1010 with wall-grid refinement; (f) solid–fluid interface in convective melting with 𝑂(1) Stefan number.

condition the flow is non-stationary, of variable turbulent intensity
and enclosed by an irregular end evolving bounding geometry. It was
numerically demonstrated that despite the complexity of the flow the
melt rate can still be well approximated by the heat-flux scaling laws
developed for the standard Rayleigh–Bénard system [8].

The dispersion of bubbles and material spherical particles of small
inertia in homogeneous and isotropic turbulence has been the focus of
another collaborative research. In this case the trajectories of a large
amount (∼106) of small inertial particles were tracked into a developed
turbulent flow in a cubic three-periodic domain. The study focused on
the measurements of the fluctuations of accelerations of bubbles and
small material particles denser than the fluid. The simulations allowed
to interpret earlier experimental measurements on the dispersion of
sub-millimetric bubbles in a turbulent channel flow. The study charac-
terized the statistical properties of acceleration and showed that even
micro-bubbles/particles cannot be considered unbiased fluid tracer
proxies [16].

Another work motivated by marine sciences application tackled the
study of signals recorded by propelled probes that drift in and are
advected by a developed turbulent flow. The goal was to understand
which biases are introduced in the measurements of concentrations of
scalar quantities (e.g. of biogeochemicals or pollutants) at increasing
the probe propulsion speed. To this end a series of simulations of the
advection and diffusion of a passive scalar field in a three-periodic
turbulent box together with the tracking of point-like inertialess probes
were performed. The study allowed to characterize the statistical fea-
tures of mixed Lagrangian–Eulerian measurements and to understand
the conditions for the recovery of the so-called frozen-flow state [19].

The code is currently used for the investigation of the dynamics of
anisotropic particles in turbulent flows. Beside the widespread indus-
trial and environmental applications related to the fluid advection of
particles of irregular shape, this topic has been proven useful also in
understanding the small scale properties of turbulent flows [20]. The
particle mean rotation rate is in fact determined by the Lagrangian
statistics of spatial fluid velocity gradient. This relatively recent line
of research, which began in the context of idealized homogeneous and
isotropic turbulence [21], needs to be extended to more realistic flow
conditions. In this context, the ch4-project is a suitable tool and it is
currently employed to explore the orientational evolution of anisotropic
particles in thermally driven flows. A further ongoing project addresses

the settling processes of tiny spherical crystals in thermal convective
turbulence in the conditions which are relevant to the geophysical
problem of fractional crystallization in planetary magma oceans [22].

In conclusion, the ch4-project is a free, well validated fluid
dynamics numerical platform which has been proven effective in pro-
ducing original research in the fields of turbulence, thermally driven
flows and on the great variety of associated Lagrangian transport
problems.
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